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A precision luminosity measurement is of critical impoxtarfor the ATLAS physics program,
both for searches for new physics as well as for precisiorsoreanents of Standard Model cross-
sections. The calibration of the luminosity is based onalted van der Meer scans. The calibra-
tion determines the convolved beam sizes in the verticalhamiontal directions, and together
with the precise knowledge of the beam current a luminosilipration can be determined. Based
on this analysis ATLAS has determined the luminosity witl@ltuncertainty of only 3.7% for
the 2011 data af/s= 7 TeV.
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1. Introduction

An accurate measurement of the luminosity is an essential part of most Gtéhodel analy-
sis but the delivered luminosity has to be known also in searches for negicplin order to evaluate
background levels and determine the search sensitivity. The ATLASiexget is determining lu-
minosity by measuring the rate of inelastic minimum bias interactions. This rate isatatidoy
so-called beam separation scans, also known as van der Meeriscahigh the rate is measured
as the two LHC beams are moved apart. The statistical error in a luminosity repeirusing
inelastic interactions is almost always negligible and so the main question in thisftiymainosity
analysis is what systematic accuracy can be achieved.

2. Theluminosity measurement

ATLAS has several detectors and methods for measuring lumingkity [1].ofAthese are
sampling the rate of inelastic interactions. In principle a process with a knosarndtical cross
section, such as W- or Z-production, can also be used for luminosity megasat but that would
preclude ATLAS from measuring these cross sections. The uncertainhe itheoretical cross
sections for W- and Z-production is also larger than what can be achimva calibration using a
beam-separation scan.

At a collider where there is rarely no more than one interaction for evengtberossing, the
luminosity is proportional to the rate of triggers from a detector that is seasdgiminimum bias
events. The luminosity at the LHC is, however, so high that there are typicellyy inelastic
interactions every time a pair of proton bunches cross each other in ATE@tS sample of bunch
crossings the distribution of the number of interactions is a Poisson distriqueattity with a
mean that can be denoted oy A particular detector and method will measure a visible number
of interactions (1¥'%) that depends on the method'’s efficiency and acceptar)de @letect a single
interaction (1S = ). The name of the game is to measp¥ with as high accuracy as possible
during a time period called a luminosity block (typically one minute long) and theuleddcthe
integrated luminosity from that:
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where % g is the average luminosity during a luminosity blodkyc is the LHC revolution fre-
quency,ginel is the total inelastic cross sectiam,is the number of bunch pairs colliding in ATLAS
and g"'s is the visible cross section, i.e., it is the inelastic cross section times the effi@adcy
acceptance of the luminosity method that is being ustt &€ £0ine)).

ATLAS has two detectors, LUCID and BCM, that can measuY€ online for individual bunch-
crossings. LUCID consists of two gas Cerenkov detectors that swrthe beampipe on both
sides of the interaction point (IP). The BCM detector has 4 diamond desemtogach side of the
IP. The read-out of these detectors is split in 2 + 2 horizontal and 2 +tRalkedetectors called
BCM V and BCM H. Both LUCID and BCM are determining”'s by measuring the fraction of
bunch-crossings in a luminosity block with a signal in the detectors und&iceonditions. The
simplest condition is only that at least one detector element has a signal. Taiked"Event OR"
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counting. In "Event AND" counting it is instead required that there is atleae signal on both
sides of the IP. Formulas have been derived that relate the measurohisaou"'s under these
conditions and under two assumptiofis [1]. Firstly it is assumed that the nahibégractions in a
luminosity block follows a Poisson distribution. Secondly that the probability e im@ signal in
multiple interactions can be calculated from the probability to have no signalmgle $nteraction.
The second assumption is not always perfectly correct since smallslgglaw the discriminator
thresholds can add up in multiple interactions and increase the appareieneifiof the method.
ATLAS is also using two calorimeters called the Forward Calorimeter (FCal)tledHadronic
Tile Calorimeter (Tile) to measure the luminosity. These calorimeters monitor thentaimethe
different parts of the detectors. They do not have the possibility to medseduminosity for an
individual bunch-crossing but this is not necessary as long as thaineeasurrent is perfectly pro-
portional to the luminosity. A comparison of the averaggalues measured by different detectors
and methods is shown in Figure 1 as a functiopuoMost points are within a band af1% and

so this has been assigned as a preliminary uncertainty ip-ineasurement. Another systematic
uncertainty is due to the long term stability of the detectors. A comparison o¥érage luminos-
ity measured by different detectors and methods for different ATLAS-thking runs is depicted
in Figure[2. Most of the data are again withiri % which have been used as the systematic errors
for longtime stability.
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Figurel: Fractional deviation in the average numbgigure 2: Fractional deviation in the integrated lu-
of interactions per bunch crossifg) (averaged oveminosity obtained using different algorithms with re-
all bunch crossings), obtained using different algpect to the BCMH_EventOR value as a function of
rithms with respect to the BCMH_EventOR value timie. Each point shows the average deviation for a
a function of (). Statistical uncertainties per poisingle ATLAS run. Statistical uncertainties per point
are negligible. are negligible.

3. Thecalibration

If a detector in ATLAS is measuring the interaction rate while the beams are befragated in
the horizontal (x) and vertical direction (y) then the width of the two scamesig, andz,) can be
used to estimate the luminosity. One can show that the maximum luminosity for a colligiet b
pair (P can be calculated from the overlap integral of the transverse protwitgéunctions
(p1(x,y) andpy(x,y)) of the two beams 1 and 2 and if these density functions are not correlated in
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x and vy, the integral can be obtained from the scan widths:

1
k k
P = npinp 28 = fLchplnpz/Pl(X,Y)Pz(X,Y)dXdy: fLHeNpNp2 s—=— (3.1)
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(including the uncertainty in the assumption Figure 3: Specific luminosity determined by BCM
of no correlation in x and y). Figurg 3 shows H and LUCID for different bunch crossings during a
the excellent agreement in the measurementcan in 2011. Statistical uncertainties are the size of
of £ (~ 1/%,%,) when using the LUCID  the points.

and BCM detectors.

The final and largest systematic error is due to the measurement of the nofrpb&tions (p1Np2).
This is done by a pair of DC current transformers (DCCT) that measarmtal LHC current and

a pair of fast beam current transformers (FBCT) that measure tb#ofneof the total current in
each bunch. The following expression is used to estimate the number ofipiota bunch j:

BCT

npj = (a(S”°°T — §lnd — Ngﬁ,%&hargaw (33)

i=1

wherea is a calibrated scale facto®°CT is the uncalibrated DCCT measurement of the total
number of protons which is corrected for a non-zero baseline and ghasgye ands™B¢T is the
measurement of the FBCT. The systematic error in the DCCT measurementmbiiuct of the
protons in both beams is estimated to Hb2.7% while the error in the FBCT measurement is
estimated to be-1.6%. This results in a total error in the proton bunch product8f1% [I].

4. Summary

The preliminary total error in the measurement of the luminosity by ATLAS in 20313.7%
and consists of the following four main components:

e Calibration error ¢"'): +3.4% e Detector stability:+-1.0%
e [ determination=41.0% e Background subtractiont0.2%
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